
Online Appendix

A. Industry-level heterogeneity

To document the heterogeneity slopes across industries, I alter the main specification in
Section 2 by interacting the slope �1 with a key industry characteristic, the industry’s land
cost share at the 4-digit level.39

yirjct = ↵jct + �1 · dr + �2 · dr · cj + ✏irjct (2)

again here controlling for industry-city-year fixed effects.
Panel (b) of Appendix Table A.1 reports these results by sector. For business services,

the interaction of land cost share with density is strongly positive for sales per worker,
indicating that the density-productivity relationship is higher in industries with higher
land cost shares. The same pattern does not hold for manufactures, where the interaction
is not significant, or for TFP, negative.

For business services but not manufactures, the density productivity relationship ap-
pears to be stronger in industries with higher land shares, even though these industries
are less likely to locate in denser areas. A possible explanation for this may be differential
sorting across industries; if better access to workers or land is part of the reason more
productive firms sort into denser areas, firms will be more likely to do this when labor is
a more important part of the production function, while only the most productive firms in
low-labor share industries will see fit to pay for this access.

39For business services, I calculate land cost share as the industry average of one minus the labor share of
total expenditures. For manufactures, land cost shares are taken from Foster et al. (2008).
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(1) (2) (3) (5) (6) (7) (8) (9)

Log sales Log emp
Log sales 

per worker
Log sales Log emp

Log sales 
per worker

Log VA per 
worker

Log TFP

0.2268** 0.1945** 0.0323** 0.0865** 0.0614** 0.0251** 0.0250** 0.0084**
(0.0066) (0.0058) (0.0026) (0.0077) (0.0059) (0.0028) (0.003) (0.0018)

-0.0703** -0.0829** 0.0126** -0.0106* -0.0086 -0.002 -0.0023 -0.0039**
(0.0069) (0.0054) (0.0023) (0.0052) (0.0044) (0.0017) (0.0018) (0.0012)

R-squared 0.22 0.25 0.25 0.4 0.3 0.42 0.34 0.47
Obserations 3,830,000 3,830,000 3,830,000 1,185,000 1,185,000 1,185,000 1,185,000 675,000
** p<0.01, * p<0.05

Business Services

Note. Samples include all establishments in MSAs responding to Economic Censuses between 1992 and 2012, excluding plants with one
employee, for which geographic data is available or could be imputed from address records, with NAICS codes corresponding to business
services or manufactures. TFPr is calculated on a subset of manufacturing establishmetns for which sales data is not recovered from
administrative records. For all establishments, tract-level employment density is computed as the number of employees in all other
establishments (total employees minus employees at the establishment) over the square miles in the tract. All regressions include industry-
year-MSA fixed effects and are clustered at the MSA level.

Table A.1 Industry Heterogeneity
Manufactures

Log employment 
density, tract

Log density x 
Ind land share
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B. Empirical Appendix

B.1 Additional Results

Figure B.1: Log equipment capital stock per worker vs establishment
density

Note. Figure is binned scatterplots for 1992-2012 manufacturing establishment, with 6-digit industry by
MSA by year fixed effects. Data is from Census of Manufactures. Capital stock is measured as in Foster 2008.

Figure B.2: Log net income vs establishment density

Note. Figure is a binned scatterplot for all tradable establishments linkable to Compustat data with net
income, with 4-digit industry by MSA by year fixed effects.
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B.2 Within-industry elasticities Because A(! , " , #) is a total factor productivity term,
the elasticity $Ad,j is interpretable as the elasticity of total factor productivity to density,
which is an industry-level coefficient %Aj from the regression

yirjct = &jct + %Aj ádr + $irjct

where yirjct is TFPr at the establishment level and &jct is a 4-digit industry-city-year fixed
effect (here and in the following two equations).

One issue is that the TFPr calculations from Foster et al (2008) use hours as a measure
of employment. To account for this, other elasticities will also be measured using hours as
a base. This implies the wage elasticity should be denominated in hours as well. I calculate
the following

yirjct = &jct + %wj ádr + $irjct .

where here yirjct is wage per hour worked at the establishment level.
Finally corresponding measure of the price of land ' is therefore total rent per hours

worked. Data exists in the Cesus of Manufactures on employment as well as total rent. So
for each manufacturing establishment, I can calculate rent per plant hour

yirjct = &jct + %! j ádr + $irjct

where yirjct is the rent per employee paid per plant hour. These three regressions are
run combined as a seamingly unrelated regressions without constraints, and the nonlinear
combination of the resulting elasticities is estimated as in 5.2 in conjunction with the cost
shares for buildings and labor from the BEA.

C. Theoretical Appendix

C.1 Propositions

Proposition 1 Proof. Firms hiring more than one worker type must be indifferent be-
tween them. For a firm to higher and be indifferent between types of workers, increased
wages of higher " -types must exactly offset increased per-worker productivity through
A(! , " , #). This is only possible if the additional benefit to productivity of higher # were
offset by lower ! . But then the higher-! firm can increase profits, either by increasing
wages and attracting higher-"workers, or moving to a higher # location.

Proposition 2 Note that if Proposition 2 is not true consider two firms ! 1 > ! 2, with
any arrangement of #1, #2, "1 "2 that does not conform Proposition 2. For this to be an
equilibrium, it must be the case that ( 1(! 1, "1, #1) > ( 1(! 1, "1, #2), and ( 1(! 1, "1, #1) >

( 1(! 1, "2, #2), but this is inconsistent with Assumptions 1 and 2.
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Proposition 3 First, through sorting, we are guaranteed that wages are higher in higher-
⌘ locations. The relationship between ⌘ and h is positive, since h0

(⌘) > 0, and therefore
the wage-density elasticity must be positive. Similarly, observed profits ⇡, observed pro-
ductivity (a function of A) and total revenues are increasing in density so long as they
are increasing in ⌘. But by Propositions 1 and 2, this is the case. Finally, by the same
logic, firms in denser areas also have higher employment, as employment is also increas-
ing in ⌘. To see this, note that although firms have higher revenue at higher ⌘locations,
they also pay higher wages. The net effect on employment must be positive so long as
d⇡/d⌘

⇡/⌘
>

dw(✓)/d⌘

w(✓)/⌘
, however the log-supermodularity condition guarantees this to be the

case in equilibrium.

Proposition 4 I define the average productivity between some cutoff ⌘c and the most
advantageous location ⌘̄

˜ =

´  (⌘̄)
 (⌘c)

 g( (⌘))d⌘´  (⌘̄)
 (⌘c)

g( (⌘))d⌘
.

The real estate market clearing condition, ensures that the total density of firms be-
tween productivity levels  (⌘̄) and  (⌘c) is accounted for in the density of firms present
between ⌘ and ⌘c.

´  (⌘̄)
 (⌘c)

g( (⌘))d =

´ ⌘̄
⌘c
h(⌘)f(⌘)d⌘.

The real estate market clearing condition drives the composition effect. Because more
real estate exists, given a positive shock, within the urban core, more firms must enter.
For the condition to hold, the lower bound must move down so that the full mass of firm
increases.

To model a shock to the supply density, for some location ⌘1 2 [⌘c, ⌘̄] I assume an id-
iosyncratic cost of development at that location, introducing a new parameter   1 which
affects construction costs for all locations ⌘ 2 [⌘1, ⌘̄]. Formerly, construction costs every-
where were identically defined according to the function c(h(⌘)). Now, the construction
costs are redefined as

cnew(h(⌘)) ⌘ c(h(⌘)) + (h) · ✏.

with ✏ arbitrarily small and for a function (⌘) defined as
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(⌘) =

8
<

:
0 ⌘ < ⌘1

a[h(⌘)� h(⌘1)] ⌘ � ⌘1
.

for some a. This functional form hypothesizes an arbitrarily small shock to density
while preserving the smoothness of the functional gradients.

The cost of providing density above ⌘1 deviates from the otherwise symmetric cost
across the rest of the space. A negative a has a positive effect on density at i. Furthermore,
the real estate market clearing condition now becomes

´  (⌘̄)
 new(⌘c)

g( (⌘))d =

´ ⌘̄
⌘c
hnew(⌘)d⌘.

where hnew(⌘) is the new density function and  new(⌘c) is the new cutoff firm produc-
tivity. In particular hnew(⌘) > h(⌘) when a < 0.

To accommodate the new density, the left-hand side of the condition must also increase,
which is to say the total mass of firms between ⌘̄ and ⌘c must expand. But this can only
happen by lowering the lower bound,  new(⌘c) <  (⌘c). In order to accommodate more
firms in the same space, new, less productive firms that were previously priced out must
enter. Proposition 4 follows.

As the sorting pattern changes so that less productive firms enter at each location, the
quality of firms at those locations decreases marginally, reducing the density provided to
them by the landowners. This attenuates the initial shock; however, it cannot reverse the
direction.

Proposition 5 Note the full derivative of observed productivity with respect to ⌘ accounts
for the direct effect of higher quality locations ⌘, as well as the indirect effect through the
sorting of firms and workers:

dAi( , ⌘, ✓)

d⌘
=

@Ai

@⌘
+

@Ai

@✓

@✓

@⌘
+

@Ai

@ 

@ 

@⌘

However, the first order conditions guarantee
@A

@⌘
= ↵T i

@�

@⌘
and

@A

@✓
= ↵Li

@w

@⌘
. Note

that this implies that the full effect of higher quality workers on productivity is the same
as the full effect of higher wage workers on productivity. Combining the two we find the
following relationship between observed productivity elasticity, factor shares, and price
elasticities:

✏Ai,h = ↵Li✏wi,h + ↵T i✏�,h + ✏ i,h

If the final term is positive, that is, if ✏ i,h > 0, it must be the case that ✏Ai,h > ↵Li✏wi,h+

↵T i✏�,h.
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C.2 Incorporating productivity spillovers

The framework laid out in Section 2 can be expanded to incorporate a flexible form
of productivity spillovers. In this section I present a model where locations differ by an
endogenous location productivity. The index strategy combined with functional form as-
sumptions regarding the relationship between exogenous and endogenous firm productiv-
ity allow productivity spillovers to be incorporated into location-specific productivity such
that the equilibrium conditions of Section 2 hold with only slight modifications.

As before, firms sell differentiated goods at a markup over marginal cost to all locations
j 2 Sn. However, firm productivity, now denoted by ˜ is now endogenously defined by the
firm’s location. Firm variable profit at location i can be expressed as

r( , i)/� =

´
Sn

P (i)! ! á(1 + ⇠(i))1! ! á⌧(i, j)1! !

P (j)1! ! ⇢1! !  (i)1! !

R(j)

�
dj

where firm productivity is a function of exogenous firm productivity  and location-
specific productivity spillovers

 (i) = f( , s(i))

The location-specific productivity s is a function of the density, productivity, and dis-
tance of other firms.

s(i) = f(H, ! , D)

where D is a the (exogenous) distance function between locations, ! is the (endoge-
nous) mapping of firm productivities to (all) locations, and H is the (endogenous) function
governing densities at all points j 2 S.

A sufficient condition for isomorphism between this model and the model in Section 2
is for firm productivity and location productivity spillovers to be multiplicatively separable:

 (i) =  ás(i).

Note that this model conforms to the standard agglomeration model when  = 1 for
every firm. When both  and s(i) are variable, more productive firms will experience larger
effects from the same value of s(i), which is an feature of other models in the literature
(Gaubert 2013) and suggested by empirical evidence (Combs et al 2012).

Under the above assumption, firm variable profits at i can be expressed as
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r (! , i )/ " = ! á÷#(i )

where ÷#(i ) = s(i )á#(i ). Landowner, Þrm, and worker optimal decisions follow as before,

now as a function of ÷# rather than #.

Note that s(i ) is determined endogenously. Because# is endogenous, this does not

affect the market clearing conditions. However, the mapping of location productivity ÷#(i )

to locations is now altered:

÷#(i ) = s(i )
«

j ! S P(i )" ! (1 � $(i ))


%(i, j )
&P(j )

�1" !

h(j )! (j )! á#(j )dj .

In order to solve for an equilibrium, a solution must be provided for ÷# as well ass(i ) in

conjunction with the unaltered equation for the price index. Following the proof in A3.1,

a non-trivial solution to a system of three integral equations of the second kind, provided

a speciÞc functional form for s(i ) is determined, can be shown to exist. Restrictions on the

spillovers will be necessary in order to ensure existence.
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D. Construction Expenditures

If these endogenous links are formed between similar cities, and in particular if linked

cities share characteristics that expose them to common price shocks, positive shocks in one

market will appear as positive space supply shocks to the linked market. This will positively

bias an instrument constructed using sales and negatively bias instruments constructed

using expenditures.

In addition to correlated shocks, developers may specialize in similar types of markets,

especially markets with particular similar trends. Similar trends in each market may ap-

pear and act as correlated shocks, biasing the instrument as above. Alternatively, develop-

ers may enter markets endogenously to hedge against idiosyncratic shocks. If endogenous

links formed for hedging will negatively bias the sales instrument.

A third and fourth potential for bias enter as development may respond to income and

price effects through other margins. The instrument relies on adjustments on the scope

and timing of projects. Leaser-developers may select instead to adjust their selection of

projects, choosing to delay the lowest-margin projects, or to alter the quality rather than

scope or timing of a project. Lower quality sites or sites with lower-quality construction

may attract lower quality Þrms or generate relatively less productivity. The former channel

negatively biases results while the latter may be a positive bias.

Of these four channels, only site selection and market hedging negatively biases the

sales instrument. Because there appears to be no evidence for market hedging, I only use

the sales instrument.

Appendix Table D.1 tests for endogenous linkages by estimating the relationship be-

tween the tract-level aggregate predicted values for linked developers and city-level con-

struction expenditures of non-linked developers. Column one shows the relationship be-

tween predicted and actual construction expenditures for tract-level aggregates. Control-

ling for tract Þxed effects in columns, the two are positively correlated and signiÞcant.

Column two adds city and tract-level controls. Columns three and four repeat the exercise

using changes.

Appendix Figure D.1 show a binned scattered residual plot of these relationships. Rela-

tionships are positive but insigniÞcant. This suggests any direction of bias in the instrument

will likely be positive. While positive results should therefore be interpreted with caution,

I focus on the differential effects across tracts and on negative results.
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(1) (2) (3) (4)

0.0009 0.0004
(0.020) (0.019)

0.004 0.006
(0.015) (0.015)

CBSA size No Yes No Yes
CBSA-year FEs Yes Yes No No

Observations 4,088 4,088 4,088 4,088
Adjusted R-squared 0.81 0.84 0.03 0.07

** p<0.01, * p<0.05

Table D.1 Construction at unlinked firms in linked cities

Log predicted sales

Change in log predicted sales

Level Changes

 Log average construction expenditures of unlinked firms
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Figure D.1: Predicted construction expenditures vs MSA-level sumsFigure A2: Predicted construction expenditures vs CBSA-level sums, levels
Appendix Figure A.2: Predicted construction expenditures vs CBSA-level sums, changes36
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36Note. Figure is binned scattered of residuals of regression in Column 4 of Appendix Table A.5. Sample
includes all tracts for which Real Estate Investment Trusts respond to questions in the Census of Finance
and Insurance respondents on expenditures on new construction on commercial real estate, which have
establishments reporting sales at least one other CBSA, and for which geographic information was present or
could be imputed from address Þles. Change in log construction expenditures at the CBSA level is the change
between census years of the log of the sum of the dollar value of all construction expenditure, including
ofÞce and manufacturing space, reported by all single-unit (i.e., unlinked) developers in the CBSA. Change
in log predicted sales are the predictions based on current and previous census-year sales of single-unit
Þrms responding to the same census questions in CBSAs where the multi-unit developers responding in the
observed tract has other establishments present, weighted by the percent of sales at the Þrm level in that
CBSA in the previous year.
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58Note. Figure is binned scattered of residuals of regression in Column 2 of Appendix
Table A.5. Sample includes all tracts for which Real Estate Investment Trusts respond to
questions in the Census of Finance and Insurance respondents on expenditures on new con-
struction on commercial real estate, which have establishments reporting sales at least one
other CBSA, and for which geographic information was present or could be imputed from
address Þles. Log construction expenditures at the CBSA level is the log of the sum of the
dollar value of all construction expenditure, including ofÞce and manufacturing space, re-
ported by all single-unit (i.e., unlinked) developers in the CBSA. Log predicted sales are the
predictions based on current-year sales of single-unit Þrms responding to the same census
questions in CBSAs where the multi-unit developers responding in the observed tract has
other establishments present, weighted by the percent of sales at the Þrm level in that CBSA
in the previous year.

70

Note. Sample includes all tracts for which Real Estate Investment Trusts respond to questions in the Census
of Finance and Insurance respondents on expenditures on new construction on commercial real estate,
which have establishments reporting sales at least one other MSA, and for which geographic information
was present or could be imputed from address Þles. Log construction expenditures at the MSA level is the
log of the sum of the dollar value of all construction expenditure, including ofÞce and manufacturing space,
reported by all single-unit (i.e., unlinked) developers in the MSA. Log predicted sales are the predictions
based on current-year sales of single-unit Þrms responding to the same census questions in MSAs where the
multi-unit developers responding in the observed tract has other establishments present, weighted by the
percent of sales at the Þrm level in that MSA in the previous year.
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